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ABSTRACT: A recently engineered mutant of cyan fluorescent protein
(WasCFP) that exhibits pH-dependent absorption suggests that its trypto-
phan-based chromophore switches between neutral (protonated) and charged
(deprotonated) states depending on external pH. At pH 8.1, the latter gives rise
to green fluorescence as opposed to the cyan color of emission that is
characteristic for the neutral form at low pH. Given the high energy cost of
deprotonating the tryptophan at the indole nitrogen, this behavior is puzzling,
even if the stabilizing effect of the V61K mutation in proximity to the
protonation/deprotonation site is considered. Because of its potential to open
new avenues for the development of optical sensors and photoconvertible
fluorescent proteins, a mechanistic understanding of how the charged state in WasCFP can possibly be stabilized is thus
important. Attributed to the dynamic nature of proteins, such understanding often requires knowledge of the various
conformations adopted, including transiently populated conformational states. Transient conformational states triggered by pH
are of emerging interest and have been shown to be important whenever ionizable groups interact with hydrophobic
environments. Using a combination of the weighted-ensemble sampling method and explicit-solvent constant pH molecular
dynamics (CPHMDMSλD) simulations, we have identified a solvated transient state, characterized by a partially open β-barrel
where the chromophore pKa of 6.8 is shifted by over 20 units from that of the closed form (6.8 and 31.7, respectively). This state
contributes a small population at low pH (12% at pH 6.1) but becomes dominant at mildly basic conditions, contributing as
much as 53% at pH 8.1. This pH-dependent population shift between neutral (at pH 6.1) and charged (at pH 8.1) forms is thus
responsible for the observed absorption behavior of WasCFP. Our findings demonstrate the conditions necessary to stabilize the
charged state of the WasCFP chromophore (namely, local solvation at the deprotonation site and a partial flexibility of the
protein β-barrel structure) and provide the first evidence that transient conformational states can control optical properties of
fluorescent proteins.

■ INTRODUCTION

Expanding the palette of genetically encodable fluorescent
proteins (FPs) with spectral properties that can be modulated
by pH is a well-appreciated challenge because of their wide
applicability as noninvasive pH sensors1−5 and optical high-
lighters for super-resolution imaging of living cells.6−9 The
majority of such proteins developed to date belong to the green
fluorescent protein (GFP) family and owe their pH-sensitive
optical behavior to a tyrosine-based chromophore that can
interconvert between the neutral (protonated) and charged
(deprotonated) states, depending on the hydrogen-bonding
environment surrounding its phenolic group.7 Rational design
of new pH-sensitive variants requires both (i) a fundamental
understanding of how the proteins with tyrosine-based
chromophores function at the atomic level as well as (ii)
looking at FPs with chromophores other than tyrosine as
potential candidates (e.g., tryptophan- or phenylalanine/
histidine-based chromophores, as in the case of cyan and blue
fluorescent proteins). Although the second approach has been
long overlooked, the first one has been quite successful,
resulting in a number of useful pH sensors (e.g., pHluorins,3,5

phRed2) and optical highlighters (e.g., Kaede8,9). The efforts in

this direction, however, have mostly been focused on targeting
the residues in the vicinity of the chromophore that affect its
spectral characteristics through electronic effects and largely
neglected the importance of characterizing the conformational
ensemble of the protein.7

In recent years, a large body of evidence has emerged that
suggests that understanding the mechanisms underlying protein
functions depends on our ability to characterize its dynamic
ensemble.10−12 Because of the nature of conventional
biophysical techniques that primarily probe the most stable
protein conformers, our understanding has long been limited to
the information regarding highly populated ground conforma-
tional states. However, such states often represent only one of
the functional forms, and higher-energy physiologically relevant
conformers can be transiently populated (∼10% or less) when
initiated by external stimuli such as substrate binding, pH
changes, or thermal fluctuations.12,13 Although low-energy
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ground-state conformers residing at the bottom of the
conformational energy landscape are normally separated by
very small kinetic barriers and interconvert between one
another within pico- to nanoseconds, the barriers between
them and higher-energy structures are larger and associated
with interconversion within micro- to milliseconds or longer.
Recent advances in relaxation dispersion NMR spectrosco-
py11,14 and room-temperature X-ray crystallography15 have
made the detection of such transient conformational states
possible, demonstrating their ubiquitous role in enzyme
catalysis,10 protein folding,13,14 and ligand binding.16 Tran-
siently populated conformational states triggered by pH are of
particular importance because pH regulates the biological
activity of many proteins, and the role of pH-dependent
transient states is an emerging discovery that has been recently
reported to influence membrane fusion,17 folding pathways,18

and, more generally, the dynamics of buried ionizable groups.19

In this paper, we demonstrate that pH-dependent transient
conformational states can tune the absorption profile of cyan
fluorescent protein (CFP),20 a blue-shifted variant of the green
fluorescent protein (GFP) family used for multicolor labeling
and fluorescence resonance energy transfer (FRET) applica-
tions, that to our knowledge is the first precedent of such a
mechanism. In particular, we provide a theoretical explanation
for the nonmonotonic pH-dependent absorption of a recently
engineered CFP mutant (WasCFP, Figure 1A). Although the

vast majority of the pH-sensitive fluorescent proteins reported
to date2,3,5 exhibit monotonic changes in optical signals (e.g.,
absorption, emission, and excitation), the WasCFP mutant does
not conform to such a monotonic behavior. It reversibly
interconverts between cyan- and green-emitting forms, with the
latter form dominant at pH 8.1 (and 25 °C), above which the
green signal drops.21 Part of this behavior has been attributed
to the deprotonation of the tryptophan-based chromophore
(Figure 1B) at mildly basic pH, which is accompanied by a 60
nm bathochromic shift in absorption.
Even though the observed effect is a highly unusual scenario

because the pKa of an analogous indole is high (16.2 in H2O
and 21.0 in DMSO), Sarkisyan et al.21 have shown that a
synthetic CFP chromophore (hereon referred to as CRF),
which is a truncated version of that in the protein, undergoes a

similar pH-dependent absorption redshift in both protic and
aprotic solvents, and its pKa is depressed to 12.4 as a result of
the more efficient delocalization of the negative charge over the
extended π system (Figure 1C).
The same shift has been observed in a wild type (WT) CFP

variant, mCerulean, denatured in 5 M NaOH. In addition,
analogous pH-dependent bathochromic shifts, attributed to
deprotonation at phenolic oxygen, have been previously
detected in various members of the GFP family with
tyrosine-based chromophores (e.g., yellow, red, and green
fluorescent proteins).22 In WasCFP, a key V61K substitution
positions a Lys residue in close proximity to the indole nitrogen
of the chromophore (Figure 1B), and this was proposed to
stabilize its deprotonated state.
The pKa of the WasCFP chromophore, however, could not

be directly measured, and the atomic-level details of its pH-
dependent absorption remained unknown. Moreover, no
explanation for the nonmonotonic optical properties of
WasCFP, specifically the signal drop in the green fluorescent
form above pH 8.1, has been proposed.
To elucidate the mechanism of the unusual pH-dependent

spectral behavior of WasCFP, we probed it with a combination
of two computational techniques: the weighted-ensemble
sampling method,23 using a novel hydration order parameter,24

and explicit-solvent constant pH molecular dynamics
(CPHMDMSλD)25 simulations, which have been used success-
fully to interrogate the pH-dependent dynamics of several
biological systems.19,26−28 Among our key findings is the
existence of a low-pKa (6.8) solvated state characterized by a
partially open β-barrel, which in combination with a high-pKa
(31.7) closed conformation governs the pH-dependent proper-
ties of WasCFP. In particular, we have shown that even in the
presence of the stabilizing V61K mutation, the free energy cost
of deprotonating the chromophore is still high and does not
allow for the existence of the charged state of WasCFP even at
high pH. The protein has to adopt a partially open
conformation, allowing a few water molecules to access the
chromophore. This conformation is transiently populated at
low pH but becomes dominant under mildly basic conditions.
The pH-dependent shift between the closed and open form is
thus responsible for the bathochromic shift observed
experimentally for WasCFP.

■ RESULTS AND DISCUSSION
First, to determine the plausibility for WasCFP (hereon
referred to as, simply, WAS) to exist in the charged
deprotonated state, we modeled the absorption properties of
CRF at the TDDFT//B3LYP/6-31+G* level, both in gas phase
and in implicit solvent. As shown in Table 1, the vertical
excitation energy of the lowest-energy transition (ground to
first excited electronic state; S0 → S1) for the neutral CRF is in
good agreement with both experimental findings21 and previous

Figure 1. (A) Structure of WasCFP showing Cα positions of mutated
residues (V61K, D148G, Y151N, and L207Q). (B) Structure of
Trp66-based WasCFP chromophore covalently bound to β-barrel at
positions shown with dashed lines (Leu64 and Val68). (C)
Deprotonation of CRF. CRF-H and CRF− are neutral (protonated)
and charged (deprotonated) forms of the synthetic chromophore,
respectively.

Table 1. TDDFT//B3LYP/6-31+G* Vertical Excitation
Energies and Oscillator Strengths for the Lowest-Energy (S0
→ S1) Transition of CRF-H and CRF−

λmax (comp.) (nm)a λamax (exp.) (nm)a f S0→S1

neutral 391a

(375)b
400 0.7a

(0.6)b

charged 415a

(400)b
460 0.9a,b

aIn implicit solvent. bIn the gas phase.
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computations,29,30 and the direction of the bathochromic shift
between the neutral and anionic form is qualitatively
reproduced. We note that the latter is quantitatively under-
estimated as a result of well-known systematic errors produced
by TDDFT methods for anions.29,31

Nevertheless, the computed oscillator strengths support the
qualitative picture and demonstrate that the S0 → S1 transition
for the charged form is stronger than that for the neutral one,
making plausible the existence of a charged state in the CRF.
Next, we constructed a model compound (RES; denoting the

model compound “residue”), which is an extended CFP
chromophore consisting of the CRF moiety covalently bound
to Leu64 and Val68 (Figures 1B and 2) to serve as a reference

for our explicit-solvent CPHMDMSλD simulations.25 Using a
model pKa of 12.7 (calculated using thermodynamic integration
based on the CRF), we initially computed the pKa values of the
model wild type and mutant peptides (WTP and V61KP,
respectively), which consist of 10 residues including key
position 61, before proceeding to the WT and mutant
(WAS) proteins, all using a thermodynamic cycle depicted in
Figure 2.
As shown in Figure 2, although an alchemical transformation

of CRF to RES barely alters the pKa of the titrating moiety,
perturbation by the peptide and protein environment (WTP
and WT) shifts its pKa by 1.1 and 39.4 units, respectively. Such
large pKa shifts have been reported when ionizable groups are
transferred into a hydrophobic environment,32 and this
demonstrates the sensitivity of the chromophore pKa to the
extent of local solvation at the protonation site. In our case, the
solvation is high in the peptide and low inside the hydrophobic
β-barrel of WAS, which is not surprising considering that nature
selected the cylindrical β-barrel for fluorescent proteins in order
to prevent fluorescence quenching by either water or oxygen.7

Using the thermodynamic cycle in Figure 2 and the pKa values
computed using the CPHMDMSλD method, we calculated that
the positive charge of Lys61 introduced in close proximity to

the indole group of RES stabilizes V61KP by 5.4 kcal/mol with
respect to WTP and WAS and by 27.9 kcal/mol relative to WT.
This cost is also solvation-dependent and leads to the downshift
of the RES pKa in the peptide by 4 units, while at the same time
depressing the pKa in the protein by 20.4. Even though our
simulations clearly show that positive charge in the vicinity of
the protonation site stabilizes the anionic form of RES, both
neutral WT and charged WAS species are extremely stable, with
pKas of 52.1 and 31.7, respectively, that are comparable to those
of the so-called “super-bases” in a low dielectric environment.33

Therefore, the deprotonation at the indole nitrogen does not
happen in such closed-state conformations over the exper-
imental pH range of 6−10, and the computed pKa values do
not account for the observed pH-dependent absorption
properties of WAS.
Numerous studies of conformational plasticity of proteins,

however, have demonstrated the importance of characterizing
the dynamic ensemble of their states, including those that are
only transiently populated.10−13,16 Moreover, partially open,
solvated pH-dependent transient states have been hypothesized
to be of general importance in systems with buried ionizable
groups.19 However, capturing the transition between ground
and transient conformational states often requires simulation
time scales currently not accessible to the version of CPHMD
used in our work. Therefore, guided by the observation of a
significantly diminished pKa in a well-solvated peptide versus a
“dry” high-pKa closed conformation of the protein, we chose a
hydration of the chromophore as our reaction coordinate and
carried out a search for an alternative WAS conformation using
the weighted-ensemble sampling method23 that allows escape
from deep local minima (high-probability regions) and provides
enhanced sampling of low-probability transient states. Figure 3
shows a sampling of WAS configuration space along a
hydration parameter (φ), which posits the existence of
transiently populated states characterized by the partially
open β-barrel and local solvation at the protonation site. The

Figure 2. Thermodynamic cycle that shows alchemical trans-
formations considered in this study. Cyan- and yellow-colored side
chains correspond to V61 and K61 in WTP and V61KP peptides,
respectively. pKa values computed from CPHMDMSλD simulations are
highly elevated in both WT and WAS and, thus, are not responsible for
the observed pH-dependent absorption of WasCFP.

Figure 3. (Upper left panel) Probability distribution of the hydration
parameter of RES in the WAS protein shows transiently populated
states with large hydration parameters. (Top right and bottom panels)
Snapshots of the chromophore environment in four different
conformations of WAS corresponding to hydration parameters φ =
2, 7, 12, and 15. Number of water molecules within 7 Å of nitrogen of
the chromophore (3, 8, 15, and 17, respectively) and the
corresponding pKa values computed using CPHMDMSλD simulations
are shown for each conformation.
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pKa values of the RES chromophore were subsequently
computed for four representative WAS structures, extracted
from the four regions in the histogram (φ = 1.5−2.5, 5.5−8.0,
12.0−13.0, and 14.5−15.0), and structural changes influencing
its pKa were analyzed.
We discovered that opening of the β7−β10 channel (up to

1.58 Å backbone RMSD with respect to the crystal structure of
WT, Figure 3B) previously shown to be rather flexible in both
WT CFP34 and in the study of the oxygen-diffusion pathway in
red fluorescent protein, mCherry,35 facilitates local solvation
(i.e., an increase in the number of water molecules within a 7 Å
radius) at the indole nitrogen. Our calculations suggest that the
pKa of the chromophore can be as low as 6.8 for a structure
with a high hydration parameter (φ = 15) that corresponds to
as many as 17 water molecules within 7 Å of the indole
nitrogen of the chromophore (Figure 3). On the basis of the
structural data provided from our simulations, the residues on
strands β7 and β10 undergo local unfolding into an
unstructured loop. Notably, as illustrated in Figure 4, residues

145−149 of β7 and 204−206 of β10 lose their secondary
structure (refer to Figure S4 for Cα−Cα distances between β7
and β10 for all four structures in Figure 3). We note that these
structural changes can be monitored by examining the carbon
(Cα) chemical shifts in these regions as one titrates WasCFP
from pH 8 to 6. We predict that these shifts would report a
change from a mixed fraction of open and closed conforma-
tional states at pH 8 to a predominantly closed conformational
state at pH 6. It is also worth noting that the chromophore in
the open state is still significantly more rigid than it is in
solution (Figure S6).
Because WasCFP itself is a relatively recent construct, there

is a lack of experimental data measuring its fluorescent
properties as a function of its dynamics. However, parallels
can be drawn between CFP and related green fluorescent
protein (GFP), which despite differences in the chromophore
does share significant sequence similarity and may have similar
conformational properties. Interestingly, prior studies of the
unfolding of GFP have revealed a stable fluorescent
intermediate that retained considerable secondary and tertiary
geometry with displaced β7 and β10 strands and access of the
water molecules to the chromophore.36 It has also been noted
that chromophore formation in fluorescent proteins occurs in a
partially structured intermediate state, although this structure
had reduced fluorescence. These experimental observations for
GFP suggest that partially open conformations of the protein,
similar to the transient state we observed in our simulations,

can exist. In addition, in two companion papers, where the
effect of pressure on the quenching of fluorescence was
examined, Weber and co-workers37 and Krylov and co-
workers38 reported that mCherry and mStrawberry are both
highly fluorescent at standard pressure (0.1 MPa) even though
their chromophores are partially solvated. In fact, the extent of
local solvation in our open state is similar to what the authors’
computations predict for ambient conditions. In the context of
our findings, it raises the possibility that non-ground-state
protein conformations may play a role in modulating spectral
properties of fluorescent proteins.
Lastly, to explain the unusual pH-dependent absorption

behavior of WAS, we constructed a model on the basis of the
assumption that WAS interconverts between the hydrated
transient (open) state that we identified and its original closed
configuration. Previously, we developed a two-state model to
explain the protonation equilibrium of SNase mutants with
buried ionizable groups,19 which allows one to compute the
fraction of open state (Fopen) as a function of pH on the basis of
the ratio of the open- and closed-state populations (Roc)
deduced from the simulations, represented as

= +F R R/( 1)open
oc oc (1)

=

= − +
+

−
−

− −

− −

− −

− −

Rwhere
[Open]

[Closed]

(10 10 )
(10 10 )

(10 10 )
(10 10 )

K

K

K K

pK K

oc

p pH

p pH

p p

p

open

closed

closed app

open app

(2)

This ratio (the derivation of eq 2 is in Section S4 of the
Supporting Information) is calculated using the computed
microscopic pKa values of both forms (pKopen 6.8 and pKclosed
31.7), and the apparent pKa value is estimated on the basis of
available experimental data (pKapp 7.8, Section S4).
To test the validity of the model, we compared the computed

Fopen values with those that can be found directly from the
experiments reported in reference 21. As a basis for our
analysis, we used the pH-dependent absorption data for
WasCFP recorded by Sarkisyan et al.21 at 25 °C (Figure
S2a,b of the Supporting Information in ref 21). The spectrum
presented in their work differs from a typical pH-dependent
absorption profile one would expect for a mixture of conjugated
acid and base, where one form is largely dominant at low pH
and the other one dominates at high pH. In the case of
WasCFP, the signal at 494 nm, corresponding to the charged
(deprotonated) chromophore, grows with pH up to pH 8.1, but
then its intensity decreases−as a result of titration of a nearby
Lys61, as suggested by the authors of the paper. In addition, the
signal of the protonated form consists of two peaks: a bonafide
spectral feature of all cyan fluorescent proteins, the origin of
which is still a subject of a great controversy.20,29 Although the
authors do not mention any open states or fraction of the open
states in their work and discuss the signals at 436 and 494 nm
as arising from the protonated and deprotonated forms of the
chromophore in the same protein conformation, our
simulations suggest that the chromophore can only exist in
its deprotonated form when the protein conformation is
partially open, allowing a few water molecules access to the
deprotonation site. Therefore, for the remainder of this study,
we will use the terms deprotonated and open states
interchangeably and express the fraction of the open state,
Fopen, using only the following information: (1) extinction

Figure 4. Distances between Cα−Cα atoms of residues in β7 and β10
strands in the open state (dominant at pH 8.1) vs the closed state
(dominant at pH 6.1).
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coefficients at 436 and 494 nm (ε436, HA and ε494, A‑), (2)
absorbance of the protonated (closed) form at the lowest pH,
Abs436, low pH (neglecting a small absorption signal at 494 nm,
and (3) absorbance of the deprotonated (open) form, Abs494,
that is the only variable in our final equation for Fopen(eq 9) that
changes with pH (all taken from the data in ref 21).
Derivation of Expression for Fopen from Experiment.

The concentrations of protonated (HA) and deprotonated
(A−) forms can be written in terms of the absorbances of the
protein chromophore at the appropriate wavelengths (436 and
494 nm, respectively) using the Beer’s−Lambert law,
represented as

ε= × ×Abs b C436 436,HA HA (3)

ε= × ×− −Abs b C494 494,A A (4)

The sum of those concentrations represents the total
concentration of all species, which remains constant at any
pH, and is represented by

+ =−C C CHA A T (5)

At low pH, the protonated form dominates so that CHA = CT.
Similarly, at high pH there is predominantly deprotonated
form, and CA

−= CT. Knowing that, we can represent the
absorbances at low pH and high pH as

ε= × ×Abs b C436,low pH 436,HA T (6)

ε= × ×−Abs b C494,high pH 494,A T (7)

From eq 6, we obtain CT by substitution of eq 6 into eq 7. The
absorbance at high pH can then be represented as

ε
ε

= ×
−

Abs Abs494,high pH
494,A

436,HA
436,low pH

(8)

By dividing eq 4 by eq 7, we obtain the fraction of the
deprotonated state, which varies with pH and is represented as

ε
ε

= = =
×

×
−

−
F

C
C

Abs
Abs

Abs

Abs
open A

T

494

494,high pH

494 436,HA

436,low pH 494,A

(9)

Both extinction coefficients are available from experiment:
ε436, HA = 28 000 M−1 cm−1 and ε494, A− = 51 000 M−1 cm−1

The value of absorbance of pure HA at low pH, Abs436,low pH,
remains the same across the entire pH range, and the only
parameter that varies is the absorbance of the A− form at 494
nm (Abs494), which can be calculated directly from the intensity
of the peak. Table 2 provides all the information necessary to
estimate Fopen at different pH using the data from the pH-
dependent absorption spectrum at 25 °C recorded by Sarkisyan
et al.21

Two-State Model: Experiment Versus Simulations. As
shown in Figure 5B, our two-state model provides a moderate
correlation with experimental Fopen values up to pH 8.1.
However, it does not fully describe the system at higher pH
(Figure 5A), where Lys61 presumably deprotonates, as
mentioned above. Therefore, we introduced a third state that
accounts for a neutral Lys61 and partially reprotonated
chromophore at high pH, whose pKa is approximated by that
in the V61KP peptide found from our simulations (which is
also in agreement with the experimentally suggested value of
9.8).

Three-State Model: Experiment Versus Simulations.
The states in our three-state model are defined as follows: (i)
[RES-H/Lys+]closed, a closed state with neutral RES chromo-
phore and protonated Lys61 (pKclosed 31.7), (ii) [RES/
Lys+]open, an open state with deprotonated chromophore and
protonated Lys61 (pKopen 6.8), and (iii) [RES-H/Lys]open, an
open state with reprotonated chromophore (pKRES 9.8) and
deprotonated Lys, whose pKa (pKLys) was calculated from
additional CPHMDMSλD simulations where both the chromo-
phore and Lys61 were simultaneously titrating.
Because of the complexity of the thermodynamic treatment

of three different conformations, two of which have residues
with strongly coupled protonation states (that of the
chromophore and that of the nearby Lys61), we simplified
the treatment of the three-state system into an effective two-
state system. In our analysis, this effective two-state system
corresponds to the bottom two arms of the thermodynamic
cycle depicted in Figure 6, where the open-state conformations
are collectively represented by states ii and iii and where the
protonation states of the chromophore and Lys61 are tightly
coupled.
Using the microscopic pKa calculated for states i and ii as well

as the experimental apparent pKapp (7.8), we calculated that if
the pKa of the second state was shifted to 9.8 (the value
representing state iii in the three-state model), then it would
result in a shift of pKapp to 10.8. Thus, the pKapp changes from
7.8 to 10.8 depending on the identity of the second state, which
is primarily determined by the protonation state of Lys61. In
other words, we assumed that the protonation state of Lys61 is
coupled to the protonation state of the chromophore, which is
justified because it is the only titrating residue in its vicinity.

Table 2. Fopen Derived from Experimental Data in Reference
21

pH Abs494 Fopen

ε436, HA = 28 000 M−1 cm−1

ε494, A− = 51 000 M−1 cm−1

Abs436, low pH = 1.00

6.1 0.16 0.09
6.5 0.28 0.15
7.0 0.54 0.30
8.1 1.00 0.55
8.5 0.91 0.50
9.5 0.75 0.41
9.9 0.45 0.25

Figure 5. pH-dependent Fopen computed using (A) two- and (C)
three-state models. Correlations with Fopen estimated from the pH-
dependent absorption data are shown in (B) and (D), respectively.
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Hence, we interpolated the shift in the pKapp and pKopen by
accounting for the fraction of unprotonated Lys61. Thus, the
corresponding pKapp and pKopen are expected to vary as a
function of pH, and we can substitute these pH-dependent
terms into eq 2 to derive a ratio of the open to closed states for
the three-state model. This ratio is then approximated using a
modified eq 2 for Roc, represented as

= − + −
+ −

− − − −

− − − −
R

(10 10 )(10 10 )

(10 10 )(10 10 )

K K pK

K K Koc

p pH p

p pH p p

open
pH

closed app
pH

closed open
pH

app
pH

(10)

where both pKpH
open and pKpH

closed are pH-dependent and
differ from their corresponding values in the two-state model
(pKopen 6.8 and pKclosed 31.7) by the delta term (Δ), the delta
term is used to interpolate the pKa of the open conformation
from state ii to state iii by accounting for the coupling between
protonation states of the chromophore and Lys61.

= + ΔpK pKopen
pH

open (11)

= + ΔpK pKapp
pH

app (12)

Δ = − ×
+ − −K K(p p )

1
1 10 KRES open (pH p )Lys (13)

As shown in Figure 5D, our three-state model not only
improves the correlation with experimental observables (with
R2 = 0.86), but also captures both qualitatively and
quantitatively the unusual bell-shaped pH-dependent absorp-
tion profile of WAS (Figure 5C). Thus, our results show that
the open state, collectively represented by the two locally
solvated configurations and a partially open β-barrel, is
transiently populated and contributes a small fraction at low
pH (up to 12% at pH 6.1). This state becomes dominant (as
much as 53%) at mildly basic conditions (pH 8.1), and gives
rise to a strong absorption at 494 nm (and thus, green
fluorescence), which then titrates with a pKa of 9.8 at higher pH
values.
Lastly, our three-state model provides some useful insights

into engineering pH-sensitive cyan fluorescent protein based on
WasCFP. For example, to engineer a mutant that does not
possess the residual cyan fluorescence at high pH, one may
target the electrostatic environment in the vicinity of Lys61 in a
manner to prevent its reprotonation at mildly basic conditions.
Such a design would suppress the population of the third state
in our three-state model and reduce the mechanism of the

engineered mutant to two interconverting states. As a result,
the fraction of the open state with pKopen 6.8 (that only reaches
a maximum of 53% at pH 8.1 in the current WasCFP design)
will increase.

■ CONCLUSIONS

We have applied a combination of the weighted-ensemble
sampling method23 with a novel hydration parameter and
expl ic i t -solvent constant pH molecular dynamics
(CPHMDMSλD)25 to elucidate the origin of the unusual
nonmonotonic pH-dependent absorption behavior of a recently
engineered CFP mutant that features a pH-dependent shift
between cyan and green fluorescent forms. In earlier
experimental observations, this optical property was proposed
to be controlled by the charged anionic state of its tryptophan-
containing chromophore.21 Our calculations demonstrate that
even in the presence of the stabilizing V61K mutation, the free-
energy cost of deprotonating the chromophore is still high and
does not allow for the existence of the charged state of WasCFP
even at basic pH. Instead, we propose the following
explanation. The distribution between two transiently popu-
lated conformational states, which have pKa values of 6.8 and
9.8 and are characterized by a partially open β-barrel with local
solvation around the chromophore, relative to the ground-state
crystallographic structure that has pKa of 31.7, is able to fully
recapitulate both qualitatively and quantitatively the unusual
nonmonotonic pH-dependent properties of WasCFP. In this
model, the open state is transiently populated at low pH but
reaches a population of 53% under mildly basic conditions
before losing its dominance and reverting to a transient state
under highly basic conditions. Such mechanistic understanding
may be used to further engineer the pH-sensitive fluorescent
properties of WasCFP. Therefore, our work not only validates
that tryptophan can be deprotonated in a biological system at
mildly basic pH but also, more importantly, shows that pH-
dependent transient conformational states are functionally
relevant and that they can tune the optical properties of
fluorescent proteins. Such an outlook will have implications in
the rational design of fluorescent proteins with pH-dependent
optical properties.

■ MATERIALS AND METHODS

Calculating Absorption Properties. The geometries of
the neutral (protonated) and charged (deprotonated) synthetic
chromophore, referred to in this study as CRF, were first
optimized both in gas phase and in implicit solvent of high
polarity (water) using a polarizable continuum model (PCM)39

at the B3LYP/6-31+G* level, which has previously been widely
applied to model excitation properties of chromophores in
various fluorescent proteins.29,30,40 The calculations of vertical
excitation energies and oscillator strengths for the five lowest
energy transitions were then carried out on the optimized
geometries using the TDDFT method. Several scenarios
considered during the optimization are reported in Table S1
of the Supporting Information.

Building Input Structures. The structures of a synthetic
CRF chromophore, along with its extended version RES
(Figures 1B and S1), were built using Avogadro.41 Both
residues were parametrized, as described in Section S2a of the
Supporting Information. The RES structure, which is composed
of the CRF covalently bound to Leu64 and Val68 of the
protein, was further selected as a model compound for

Figure 6. Schematic illustration of the three-state model. Kprot and
Kdeprot are equilibrium constants corresponding to the pH-independent
conformational transitions between open and closed states.
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CPHMDMSλD simulations.25 The WTP was built on the basis of
the crystallographic structure of mCerulean (Protein Database
ID: 2WSO),20 using a Leu60−Val61−Thr62−Thr63−RES−
Gln69−Cys70−Phe71 fragment. To generate a mutant peptide
(V61KP), Val in position 61 was mutated to Lys using Pymol.42

Protein models were built in the same fashion, with three
additional substitutions (D148G, Y151N, and L207Q)
incorporated in WAS relative to the WT form. Hydrogen
atoms were added using the HBUILD facility in CHARMM,43

and the structures were then solvated in a cubic box of explicit
TIP3P water molecules using convpdb.pl of the MMTSB44

toolset with a 12 Å cutoff. The appropriate number of Na+ and
Cl− ions was added to maintain neutrality. The terminal ends of
both peptides and proteins were capped using ACE and CT3
patches.
An additional patch was constructed to represent the charged

(deprotonated) form of CRF. The same patch was used in all
subsequent thermodynamic integration (TI) and CPHMDMSλD

calculations. Atoms included in the patch were those that
differed in partial charges between protonated and deproto-
nated forms of CRF (Section S2, Figure S1). Those atoms
constitute the so-called titratable fragment. All corresponding
bond, angle, and dihedral terms were explicitly specified in the
patch. A titratable residue was simulated as a hybrid ligand with
dual topology, built using the BLOCK facility in CHARMM,
and included all components of the neutral and charged forms.
Atoms not included in the patch were considered environment
atoms and were the same for both neutral and charged forms.
Calculating pKa of Model Compound RES. In order to

obtain the pKa of RES, which was used as a model compound
in all CPHMDMSλD simulations, we carried out TI45

calculations for the two deprotonation reactions (CRF-H/
CRF− and RES-H/RES−), as schematically shown in Figures 2
and S2. A hybrid ligand containing patched atoms of the
titratable fragment was constructed for each case using the
procedure described above, and the simulations were run for 3
ns using nine discrete λ windows (λ = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,
0.7, 0.8, and 0.9) following a procedure similar to the one
previously used by Knight and Brooks.46 Distance restraints
were applied to the pairs of atoms of the titratable fragment
using a force constant of 100 kcal mol−1 Å−2 with a zero target
distance between atoms in order to keep the two (dual-
topology) fragments occupying the same volume. Each system
was first minimized using two rounds of 200 steps using
steepest descent (SD) method, followed by 2000 steps of
adopted basis Newton−Raphson, with weak harmonic
restraints on heavy atoms (force constants of 2.0 and 0.1 kcal
mol−1 Å−2 for each run, respectively) that were released prior to
the heating stage. The minimized system was then gradually
heated from 100 to 298 K for 100 ps. During both the 1 ns
equilibration and 2 ns production runs, the temperature was
maintained at 298 K by coupling to a Langevin heat bath using
a friction coefficient of 10 ps−1. In all simulations, hydrogen
heavy-atom bond lengths were constrained using the SHAKE47

algorithm. The equations of motion were integrated using the
Leapfrog−Verlet algorithm47 with a time step of 2 fs. A
nonbonded cutoff of 12 Å was used with electrostatic force
switching (“fswitch”) and van der Waals switching (“vswitch”)
functions between 10 and 12 Å.
All simulations were done within the BLOCK facility in

CHARMM.48 All energy terms were scaled by λ, except for the
bonds, angles, and dihedrals which remained at full strength
regardless of the λ value so as to retain physically reasonable

geometries. The postprocessing of the trajectories was done in
CHARMM, and the free energies of deprotonation for each
system (ΔGRES and ΔGCRF) were calculated by combining the
dU/dλ values from all λ windows of the corresponding
deprotonation reaction. The value of pKa

RES was then
calculated on the basis of the computed ΔΔG, using the
equations represented as

ΔΔ = Δ − ΔG G GRES CRF (14)

= + ΔΔK K
k T

Gp p
1

ln 10a a
RES CRF

B (15)

Details of the CPHMDMSλD Method. In our explicit-
solvent CPHMDMSλD approach,25 the titration coordinate is
represented by λ, which serves as a scaling factor for each
titratable residue α, and is propagated continuously between
the physically relevant protonated (λα,1 = 1) and unprotonated
(λα,1 = 0) states. In CPHMDMSλD, the dynamics of the λ
variable is described using the multisite λ dynamics approach
(MSλD)49 that enables a coupling between λ and the atomic
coordinates. As such, in CPHMDMSλD, titratable residues are
model compounds perturbed by the protein environment via
nonbonded interactions. (For more details about the theory
behind CPHMDMSλD simulation, we refer our readers to
references 25 and 50.)
The simulation setup for CPHMDMSλD simulations is similar

to the one used in the TI (see above).45 Only those aspects that
are different are reported below. In particular, the BLOCK
facility was used with the λNexp functional form of λ (FNEX)
and a coefficient of 5.5. A fictitious mass of 12 amu Å2 was
assigned to each θα value. The threshold value for assigning λα,i
= 1 was λα,i ≥ 0.8. The values of the Ffixed and Fvar biasing
potentials (Table S3) were parametrized using the same
method as reported previously and were targeted to maintain
both (i) good sampling efficiency throughout the simulations
(>50 transitions per ns, Figure S2) and (ii) a high fraction of
physical ligand (∼0.8).
To facilitate the convergence of sampling of protonation

states, we have also employed the pH-based replica-exchange
protocol, which allows the exchange between replicas
representing different pH conditions. The pKa values for each
relevant structure were computed by combining the popula-
tions of the unprotonated (Nunprot) and protonated (Nprot)
states in multiple runs and by fitting their ratio (Sunprot) to the
modified Henderson−Hasselbalch equation, represented as

=
+ − −S (pH)

1
1 10 K

unprot
(pH p )a (16)

The protocol described above was applied to compute the
pKa values of WTP and V61KP as well as WT and WAS
proteins. The pH range varied depending on the system:
although the WTP and V61KP were titrated over the pH range
1−16 (with an increment of 1), the high-pKa closed WT and
WAS protein conformations were sampled across an extended
pH range (1−56 and 1−40, respectively). The pKa of the open
state was calculated using 16 pH replicas (1−16). In all cases,
calibrated RES with pKa 12.7 was used as a model compound,
and peptide/protein environments were assumed to perturb the
pKa via nonbonded interactions only. The full thermodynamic
cycle considered in this study can be found in Figure 2.

Sampling Transiently Populated States. The weighted-
ensemble (WE) algorithm23 enhances sampling of transiently
populated states by defining a set of regions and encouraging
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equal sampling in each region. This is achieved by evolving a
group of trajectories (replicas) forward in time (in parallel) and
periodically redistributing trajectories between the regions
using cloning and merging steps. To ensure physical sampling,
each trajectory has a statistical probability (or weight, wi)
associated with it such that the sum of all weights equals one.
During cloning, weights of the parent trajectory are divided
equally among the clones. When two trajectories, A and B, are
merged, the resulting replica has a weight of wA+wB, and it takes
on the structure of replica A with probability wA/(wA+wB) or
takes on the structure of replica B.
Here, the number of replicas is constant at 48, and regions

are defined using a novel hydration parameter, φ, defined as

∑φ = p
i

i
(17)

where the sum is over all water molecules i, and pi is defined as

=

<

− − < <

>

⎧
⎨
⎪⎪

⎩
⎪⎪

p

d

d d

d

1; if 5Å

1 ( 5)/2; if 5Å 7Å

0; if 7Å
i

i

i i

i (18)

Here, di is the closest distance from atom N28 of the
chromophore (RES) to an atom in the water molecule i.
Regions were defined dynamically along this parameter with a
spacing of 0.2 over the course of the WE simulation. A “cycle”
consists of 20 ps of sampling for all 48 walkers followed by
cloning and merging steps, and the simulation was continued
for 490 cycles, at which point region discovery had slowed
almost to a halt. The aggregate simulation time employed is
thus 9.8 ns per walker, or 470 ns. Sampling was carried out
using CHARMM and implemented on graphics processing
units using OpenMM5.2.51 Otherwise the simulation is
implemented as specified above.
Before computing the histogram of WAS in Figure 3, a

weight is computed for each sampling region using a matrix-
based weight-balancing algorithm, which finds the vector of
region weights (R) by solving the equation TR = R, where T is
the transition matrix.24 The histogram is then built using a list
of replica weights and hydration parameter values collected
during the WE simulation, where the replica weights are
multiplied by factor m, defined as

=
∑ε

m
r

wi
i

Ai (19)

where ri is the region weight determined by the matrix
equation, and the denominator is the sum of the weights of all
replicas in the list that are in region i.
To obtain starting structures for subsequent CPHMDMSλD

simulations, a set of regions of the histogram with significant
probabilities (p > 0.001) is chosen that represents a spectrum
of hydration values: 1.5−2.5, 5.5−8.0, 12−13, and 14.5−15. We
then used as a starting point the structure recorded with the
largest replica weight.
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